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Sexual selection is a cornerstone of evolutionary theory, but measur-
ing it has proved surprisingly difficult and controversial. Various
proxy measures—e.g., the Bateman gradient and the opportunity for
sexual selection—are widely used in empirical studies. However,
we do not know how reliably these measures predict the strength
of sexual selection across natural systems, and most perform poorly
in theoretical worst-case scenarios. Here we provide a rigorous com-
parison of eight commonly used indexes of sexual selection. We
simulated 500 biologically plausible mating systems, based on the
templates of five well-studied species that cover a diverse range
of reproductive life histories. We compared putative indexes to
the actual strength of premating sexual selection, measured as
the strength of selection on a simulated “mating trait.” This method
sidesteps a key weakness of empirical studies, which lack an appro-
priate yardstick against which proxy measures can be assessed. Our
model predicts that, far from being useless, the best proxy measures
reliably track the strength of sexual selection across biologically re-
alistic scenarios. The maximum intensity of precopulatory sexual
selection s′max (the Jones index) outperformed all other indexes
and was highly correlated with the strength of sexual selection. In
contrast, the Bateman gradient and the opportunity for sexual
selection were poor predictors of sexual selection, despite their
continuing popularity.

opportunity for selection | index of resource monopolization |
Morisita index | selection gradient | distributional selection differential

Our understanding of sexual selection is obstructed by lack of
progress on a fundamental question: How do we measure

sexual selection rigorously, and how do we compare its strength
between the sexes or across taxa (1–3)? Sexual selection under-
lies some of the most extreme traits in nature, including spec-
tacular armaments and ornaments, and affects macroevolution
via both speciation and extinction (4–8). It is thought to vary
systematically with a species’ mating system (i.e., the degree of
multiple mating by each sex) and with sex-specific investment in
offspring and mating partners (i.e., parental investment and di-
rect benefits) (9, 10). Testing such relationships requires a the-
oretically well-justified method to estimate the strength of sexual
selection within a sex and taxon. Although many potential “proxy
measures” have been proposed—e.g., the opportunity for sexual
selection and the Bateman gradient (11–13)—none is widely
accepted and most perform poorly under theoretical worst-case
scenarios (1, 14). Here we use simulation models to show that, far
from being useless, the best proxy measures track the strength of
premating sexual selection faithfully under biologically relevant
conditions. Our model explicitly specifies a focal “mating trait” that
is under sexual selection. This allows us to compare proxy measures
against the actual strength of sexual selection on the trait. We
thereby sidestep a key weakness of empirical studies, which lack an
appropriate yardstick against which proxy measures can be assessed.

Sexual Selection on Traits
The theoretical basis for measuring sexual selection on pheno-
typic traits is well established. Selection and mating differentials
measure how strongly a trait is associated with reproductive and

mating success, respectively, whereas the use of partial selection
gradients allows one to control for indirect selection via corre-
lated traits (13, 15). Unfortunately, trait-based estimates serve
poorly in comparative studies of sexual selection, because there
is no a priori method to determine which traits are sexually se-
lected (2, 16). Failure to include the primary targets of sexual
selection in analyses will bias conclusions, particularly when the
ease of identifying such traits covaries systematically with other
factors of interest. As an example, human researchers may iden-
tify visually based targets of sexual selection more easily than
olfactory traits, leading to biased inferences when taxa differ
in primary sensory modalities. Choosing a common trait, such as
body size, as the basis for comparison does nothing to escape this
problem, because it cannot be assumed that the trait’s relative
importance to sexual selection is constant across taxa.

Measures Based on Variance in Mating or Reproductive
Success Alone
Due to the limitations of trait-based measures for comparative
studies, researchers have developed a host of proxy measures
that depend only on generalized aspects of mating and re-
production (Table 1) (17). Most measures are functions of the
variance in mating or reproductive success, under the assump-
tion that higher variance correlates with higher sexual selection,
all else being equal. For instance, the opportunity for selection I
and opportunity for sexual selection Is represent the variance in
relative reproductive success and relative mating success, re-
spectively (11, 13, 18). These two measures have a clear con-
nection to selection theory because they are strict upper bounds
on the linear selection and mating differentials on standardized
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phenotypic traits (10, 13). They have been criticized, however,
because their expected values depend on the number of com-
peting individuals and the mean success per individual, even
when mating is entirely random (1, 19–22). The Morisita index
(23, 24) and the monopolization index (20) aim to correct this
problem by dividing the realized variance by the expected or
maximum possible variance, respectively.
Measures based on variance in either mating or reproductive

success alone provide at best a partial picture of sexual selection.
Variance in mating success is overlooked by selection unless it
translates into variance in reproductive success (25). For in-
stance, suppose fecund females attract more males, but females
do not benefit from additional mates after the first one. In this
case, females could show high variance in mating success (i.e.,
high Is) despite negligible selection to increase their number of
mates. High variance in mate number therefore need not in-
dicate sexual selection. Moreover, mating success is not the only
contributor to reproductive success, which depends also on naturally
selected fitness components such as fecundity. Measures based on
reproductive success alone consequently incorporate variance that is
not due to sexual selection.

Putting It All Together: The Bateman Gradient and the
Jones Index
The desire to integrate the roles of mating and reproductive
success led to the development of two new measures: the Bateman
gradient βss (12) and the maximum intensity of precopulatory sexual
selection, s′max (hereafter the “Jones index” after ref. 13) (Table 1).
The (standardized) Bateman gradient is the slope of the linear re-
gression of relative reproductive success on relative mating success.
It measures the extent to which individuals that mate more also

tend to have more offspring. The Bateman gradient has often
been used as a standalone proxy for sexual selection, but the
information it provides is incomplete because it ignores the role
of variance in mating success. The Jones index corrects for this
by incorporating both the Bateman gradient and the opportu-
nity for sexual selection. It measures both how much mating
success varies and how this translates into variance in re-
productive success. The Jones index represents the maximum
strength of selection on a trait due to the trait’s effect on
mating success (i.e., if m′ is the mating differential on any trait,
then jm′βssj≤ js′maxj; ref. 13 and Table 1).

The Comparative Approach Using Mathematical Models
Despite the above theoretical considerations, we have little idea
how well the various proxy measures perform in tracking the
strength of sexual selection in natural systems. This is particu-
larly problematic because most variance-based measures are
known to perform poorly in theoretical worst-case scenarios
(Discussion) (1, 14). One tempting approach is to estimate the
correlation between proxy measures of sexual selection and ob-
served selection differentials on putative target traits of sexual
selection. This approach has indeed been followed qualitatively
with populations of the same or closely related species (3, 26–
30), but it suffers from two main drawbacks. First, as noted
above, researchers may not accurately identify which traits are
under sexual selection, and any systematic bias in this regard
will affect the conclusions (2). Second, if sexual selection acts
on multiple traits simultaneously, then the total strength of
sexual selection may be only weakly related to the selection
differential on any one trait. Third, and perhaps more impor-
tantly, relatively few studies have measured all three requisite

Table 1. Proposed measures of the strength of sexual selection

Measure Description Formula

Variance-based measures
Opportunity for selection, I Variance in relative reproductive success

σ2R
μ2R

Opportunity for sexual selection, Is Variance in relative mating success
σ2M
μ2M

Morisita index for reproductive success,
Iδ−RS, or mating success, Iδ−MS

Observed variance in success relative to the expected variance
if all individuals competed equally

N

 P
i
X2
i −
P

i
Xi�P

i
Xi

�2
−
P

i
Xi

!
,

with X =R,M as appropriate

Monopolization index for reproductive
success, QRS, or mating success, QMS

Observed variance in success relative to the maximum
possible variance

σ2X − μX
Nμ2X − μX

,

with X =R,M as appropriate

Bateman gradient, βss Slope of least-squares regression of relative reproductive
success on relative mating success

μMσR,M
μRσ

2
M

Jones index, s′max Maximum strength of premating sexual selection mβss
(see below)

βss
ffiffiffi
Is

p

Trait-based measures
Linear selection differential, s′ Covariance between standardized trait values and relative

reproductive success

σR,Z
μR

Quadratic selection differential, c′ Covariance between the square of standardized trait
values Z2 and relative reproductive success

σR,Z2

μR

Distributional selection differential, d′ Total change in the trait distribution due to selection (see SI)
R∞
−∞

jFðzÞ−GðzÞj  dz

Mating differential, m′ Covariance between standardized trait values and relative
mating success

σM,Z

μM

Strength of premating sexual selection Portion of the selection differential due to
premating sexual selection

βssm′

Formulas are shown for absolute reproductive success R, absolute mating success M, and a standardized quantitative trait Z, in terms of the number of
individuals N of the relevant sex, the mean μX and variance σ2X of any variable X, and the covariance σX,Y between X and Y. We write Xi for the ith individual’s
value of X. The cumulative distribution functions of trait values before and after selection are given by F and G, respectively.
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variables—mating success, reproductive success, and a putative
target trait—in the same system. This limits our power to compare
the effectiveness of proxy measures rigorously.
Here we import this comparative approach into a theoretical

setting. We constructed mathematical models of mating and
reproduction, incorporating individual variation in mate choice
and competition, fecundity, direct benefits, and gamete compe-
tition (Methods). We tailored the models to the reproductive life
histories of five well-studied species and parameterized them
using data from the literature (details in Supporting Information
and Table S1). We chose species that are diverse with respect to
their sex roles, mating patterns, and the apparent strength of
sexual selection in each sex (Fig. 1) (28, 31–59). For each species,
we generated 100 new mating systems by modestly perturbing the
original parameters at random (details in Supporting Information
and Table S2). The resulting groups of 100 mating systems can
readily be interpreted as populations of the same species or as
sister taxa within clades. This procedure allowed us to increase the
diversity of mating systems under consideration while remaining in
the realm of the biologically plausible.
We simulated reproduction in each of the 500 mating systems

and recorded the mating success, reproductive success, and trait
values of each individual in the simulated population. We then
calculated all commonly used proxy measures for the strength of
sexual selection (Table 1) and compared them to the actual
strength of sexual selection in each sex, measured by the linear
selection differential on a simulated mating trait. Proxy measures
that are more highly correlated with the strength of sexual selection
are more reliable predictors. We also assessed the ability of proxy
measures to predict differences in sexual selection between males
and females by calculating the correlation between sex differences
in proxy measures and sex differences in the strength of sexual se-
lection. To mimic variation in empirical studies we analyzed both
short-term and long-term datasets, corresponding to approxi-
mately one reproductive bout or to several reproductive bouts
per individual, respectively (see Methods for details).
Our main analyses assume that an individual’s expected suc-

cess in mate competition increases monotonically with its mating
trait value. The linear selection differential is an appropriate
measure of the strength of selection in this case. However, we
also consider the possibility that mating success peaks at an in-
termediate trait value, which results in stabilizing selection. In this
case, the linear selection differential no longer captures the full
strength of selection on the mating trait. Consequently, we instead
assessed proxy measures against the “distributional selection dif-
ferential” d′, a measure that integrates both linear and nonlinear
effects of selection on a trait distribution (Table 1; details in
Supporting Information). Equivalent metrics have been used to
quantify differences in trait distributions in other contexts (60, 61).

Results
Our results support previous work showing that the relationship
between variance-based proxy measures and the intensity of
sexual selection depends on details of the mating system (Table 2
and Figs. 2 and 3). The predictive power of all measures differed
significantly among the five mating system types for both sexes
(all tests: χ24 > 12.9, P< 0.02 for both short- and long-term datasets),
with the exception of the Bateman gradient, which showed uni-
formly low correlations for both sexes (Table S3). Moreover, again
with the exception of the Bateman gradient, all measures predicted
the actual strength of sexual selection significantly more accurately
for males than for females (all tests: jZj> 4.8, P< 10−5 for both
short- and long-term datasets) (Table 2 and Fig. 2). Unsurprisingly,
predictive power was generally higher for long-term than for short-
term datasets, as the former provide more precise estimates of both
proxy measures and selection differentials (Table 2) (62).
Despite substantial variation in the predictive power of each

individual measure, some measures did consistently better than

others (Table 2 and Figs. 2 and 3). The Jones index s′max was the
best performer overall, with the highest power to predict actual
sexual selection across all six simulated datasets (i.e., for males,
females, and sex differences in both short- and long-term data-
sets). For sex differences in sexual selection, the Jones index
was especially highly correlated with the strength of sexual se-
lection (r2 = 0.85 for short-term and r2 = 0.96 for long-term data-
sets) and significantly outperformed all other measures (Williams’
test: jT2j> 4.8, P< 10−5 for all pairwise comparisons; Fig. 3). Two
rarely used measures also did reasonably well across all datasets:
the Morisita index Iδ−RS and the monopolization index QRS for
reproductive success. In contrast, the Bateman gradient βss and
the opportunity for sexual selection Is performed poorly, despite
being the most commonly used measures in the literature (1).
Our main analyses assume that the strength of sexual selection

is represented by the linear selection differential s′ on the mating
trait. Our results are qualitatively unchanged if we instead use
the linear selection gradient β′ with the other traits as covariates
(i.e., fecundity, direct benefits, and/or gamete competition abil-
ity; Methods) or the strength of premating sexual selection m′βss
(proposed in ref. 13). When selection has a strong stabiliz-
ing component, the linear selection differential is not an ap-
propriate yardstick as it does not capture the effects of nonlinear

Fig. 1. The five mating systems that form the basis for our models: red deer
(31–36), American red squirrel (37–42), black-legged kittiwake (43–46),
a honeylocust beetle (28, 47–50), and broadnosed pipefish (51–59) (see
Supporting Information for details).
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selection. In this case, our results were qualitatively similar when
we assessed proxy measures against the distributional selection
differential d′ on the mating trait (Supporting Information, Fig.
S1, and Tables S4 and S5).
Because some relationships appear nonlinear (Figs. 2 and 3),

we also performed our analyses using Spearman’s rank correlation
coefficient ρ in place of Pearson’s correlation coefficient r. In this
case, differences in performance between the Jones, Morisita, and
monopolization indexes were less marked, although these three
measures still outperformed all others (Tables S6–S8).

Discussion
Our model predicts strong and consistent differences in the effec-
tiveness of various proxy measures in tracking the actual strength of
premating sexual selection. The recently defined Jones index s′max
(13) outperformed all other measures and was especially highly
predictive of sex differences in the strength of sexual selection. In
contrast, the most frequently used proxy measures—the opportunity
for sexual selection and the Bateman gradient—fared poorly. We
therefore recommend that researchers use the Jones index in pref-
erence to these older measures, while keeping in mind the weak-
nesses of all variance-based measures of sexual selection (see below).
We believe that the theoretical advance represented by the Jones
index is currently underappreciated and that this index deserves more
widespread use (see, e.g., refs. 59 and 63–66 for recent examples).
The Jones index requires data on the mating and reproductive

success of each individual in a population (i.e., the same data
that are used to calculate the Bateman gradient). Incomplete
sampling of offspring or adults may lead to biased estimates,
which can, however, be corrected for statistically (67, 68). When
only reproductive success is known, our model suggests that the
Morisita index Iδ−RS or the monopolization index QRS for re-
productive success could provide passable substitutes. These
measures quantify how unevenly reproductive success is distrib-
uted among individuals of the same sex, corrected for by the
expected (for Iδ−RS) or maximum (for QRS) variance if all indi-
viduals have equal propensities for reproductive success (17, 20,
24). However, we stress that this conclusion depends on the

design and parameterization of our model. If non-sexually se-
lected fitness components vary more than our model allows, then
the Morisita and monopolization indexes will perform worse.
This could occur, for example, in taxa with large intraspecific
variance in female body size and hence fecundity (e.g., ref. 69).

Mate Quality and “Mating Success”: The Problem with Kittiwakes.
We follow most work on sexual selection by defining an indi-
vidual’s “mating success” as its number of matings, while ignor-
ing variation in the quality of mates (13). However, selection for
mate quality may act on similar traits and via similar mechanisms
to selection for mate number (70, 71). The consequences of this
are visible in our model results. For instance, the correlation
between the Jones index and the actual strength of sexual se-
lection is significantly weaker for the “kittiwake” mating systems
than for those based on other species (Figs. 2 and 3 and Table S3).
This reflects strong selection on mate quality in kittiwakes, which
is not captured by the Jones index. A more precise definition of
mating success would take the quality of mating partners into
account (72, 73). There are considerable conceptual difficulties in
devising such a definition, however, because the “true” (i.e.,
expected) quality of a mate is difficult to separate from stochastic
processes that influence its realized reproductive success.

What Is a Bateman Gradient? Experimental vs. Observational Definitions.
The poor performance of the Bateman gradient may surprise many
researchers, given this measure’s continued popularity. Our mea-
sure of the Bateman gradient resembles that used in observational
studies, in which mating and reproductive success covary without
explicit manipulation of specific individuals’ mating opportunities.
In contrast, some studies experimentally manipulate mating success
(e.g., via sex ratios) and then measure the slope of the resultant
change in reproductive success (e.g., ref. 74).
These two approaches lead to “observational” and “experi-

mental” Bateman gradients that should not be lumped together.
Experimental Bateman gradients are better suited to reveal
causal relationships between mating and reproductive success
(75). They should not, however, be used to calculate the Jones
index, which is defined in terms of the observational Bateman
gradient. Only under this definition does the Jones index rep-
resent the maximum strength of premating sexual selection (13).
As proxies for the strength of sexual selection, both types of
Bateman gradient are limited by their failure to account for
variance in mating success, which places a fundamental limit on
selection to increase the number of mates (Introduction).

The Best or the Luckiest? Limitations of Variance-Based Measures of
Sexual Selection. The effectiveness of all variance-based proxy
measures is sensitive to the role of stochasticity in determining
mating and reproductive success (1, 14). For instance, although
the opportunity for sexual selection provides a theoretical upper
bound on the mating differential for any trait (i.e., jm′j≤ Is;
Table 1), actual mating differentials may fall far below this
maximum, even for traits that are primary targets of sexual se-
lection (1, 14, 76). This is because variance in mating success
stems both from trait variation and from environmental effects
that are independent of individual phenotype. If the relative
contributions of phenotype and the environment differ between
the sexes or across taxa, then Is will be poorly correlated with
mating differentials on sexually selected traits. Although subtle,
this point is important: In worst-case scenarios, it can lead to
almost any imaginable relationship between Is and mating differ-
entials, rather than a monotonically increasing relationship (1).
The Jones index inherits this problem, because it contains the

square root of Is as a factor (Table 1). The actual strength of
premating sexual selection may thus be substantially lower than
the Jones index (13). Consequently, the reliability of the Jones
index is sensitive to variation in the proportion of mating success

Table 2. Performance of proxy measures in predicting the linear
selection differential s′ on the mating trait (i.e., the strength of
premating sexual selection)

Short-term Long-term

Proxy
measure Male Female

Sex
difference Male Female

Sex
difference

Jones index
s′max 0.80ab 0.39e 0.85 0.95 0.75q 0.96

Measures based on variance in reproductive success
Iδ−RS 0.76cd 0.33f 0.79g 0.89mn 0.71 0.87
QRS 0.77cd 0.38e 0.79g 0.84p 0.73q 0.82s

I 0.63 0.12 0.35 0.81 0.07 0.83s

Measures based on variance in mating success
Iδ−MS 0.77ac 0.00 0.65hk 0.90m 0.05 0.79
QMS 0.80bd 0.00 0.65h 0.88n 0.04 0.76
Is 0.70 0.08 0.62k 0.85p 0.41r 0.81s

Bateman gradient
βss 0.31 0.34ef 0.62hk 0.24 0.40r 0.64

Shown is the coefficient of determination r2 between the proxy measure
and the linear selection differential (for the “sex difference” columns, we
calculated r2 based on the sex differences in proxy measures and selection
differentials). Short-term data represent approximately one reproductive
bout, whereas long-term data represent several reproductive bouts. Values
within a column are marked with the same letter if the unsquared coeffi-
cients r do not differ significantly in pairwise comparisons. Unmarked values
are significantly different from all others in the same column.
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that is due to phenotypic traits, rather than environmental sto-
chasticity. This is evidenced in our model results by higher pre-
dictive power for males than for females (Table 2 and Fig. 2).
This indicates that the relative strength of environmental effects
on mating success varies more across mating systems for females
than for males in our datasets. The superiority of the Jones index
relative to other indexes was robust across our simulated data-
sets, however, despite substantial variation in the level of sto-
chasticity (Table 2 and Figs. 2 and 3).
How much the contribution of environmental variance differs

between the sexes, or across taxa, is an empirical question, albeit
a difficult one. When multiple traits are measured, it is possible
to calculate their total contribution toward the opportunity for
sexual selection (77). This can provide useful lower bounds on

the proportion of Is that is due to trait variation, even though the
contribution of unmeasured traits will of course remain unknown.
In practice, however, most empirical studies measure very few
sexually selected traits and so this approach is of limited value with
currently available data. Our simulations assume for simplicity that
mating probabilities are determined by a single trait. However,
because the Jones index is based on the total variance in mating
success, it will capture the contributions of any number of traits,
and so we expect our qualitative results to generalize to this case.
In summary, our results indicate that the Jones index is an

ideal choice for comparative analyses of sexual selection and is
preferable to other variance-based measures. The Jones index
provides a theoretical upper bound for selection on mating
success and our results suggest that it is highly correlated with

A B

C D

E F

G H

Fig. 2. Performance of selected proxy measures in predicting the linear selection differential s′ on the mating trait (i.e., the strength of premating sexual
selection). Shown is the regression of the linear selection differential against (A and B) the Bateman gradient, βss; (C and D) the opportunity for sexual se-
lection, Is; (E and F) the Morisita index for reproductive success, Iδ−RS; and (G and H) the Jones index, smax′ , for males (A, C, E, and G) and for females (B, D, F, and
H). Data points are based on red deer (purple solid circles), American red squirrels (orange open triangles), black-legged kittiwakes (blue stars), honeylocust
beetles (green solid triangles), and broadnosed pipefish (pink open circles), using long-term data representing multiple reproductive bouts.
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selection differentials on mating traits under a wide range of
biologically realistic conditions. We remind readers nonetheless
that the Jones index is not a direct measure of the strength of
sexual selection. Like all indexes, it should be interpreted with
caution and an eye to factors that might weaken its relationship
with sexual selection (1, 14). For studies within species, we recom-
mend that the Jones index be combined with trait-based measures
where possible to give a fuller picture of sexual selection (1, 2, 28).

Methods
Model Structure. We constructed a general model of reproduction that we
tailored to better represent the reproductive life histories of our five species
(Fig. 1). At any point in time, each individual is either in the “mating pool” or
in “time out.” The mating pool is subdivided into “unmated individuals”
(those that have not mated since they were last in time out) and “mated
individuals” (those that have mated at least once). Our simulations consist of
a series of events that can occur at any point in continuous time. There are
three types of events:

i) Mate encounter: A male and female from the mating pool encounter
each other and potentially mate (depending on their mating-trait values
and the degree of mate choice or competition in each sex, see below). If
mating occurs, and if either individual was previously “unmated,” then that
individual is now classified as “mated.” It will continue to search for mates
for an additional fixed period of S or eS (for females or males, respectively),
after which it is scheduled to enter time out.

ii) Enter time out: A mated individual enters time out. The individual is
then scheduled to return to the mating pool as an unmated individual
after a fixed period of T or eT (for females or males, respectively).

iii) Return to the mating pool: An individual in time out returns to the
mating pool. If the individual is male (for pipefish) or female (for all
other species), then offspring are produced and parentage of each off-
spring is determined according to species-specific patterns (see below).

Wedeterminewhicheventwill occur next by first generating the timeuntil the
next mate encounter as a random variable M∼ ExpðλPmePmÞ, where Pm and ePm

are the numbers of females and males, respectively, in the mating pool and λ is
the population-wide rate of mate encounters. We then compare t +M (where t
is the current time) to the next time that an individual is scheduled to enter time
out or return to the mating pool. If t +M is smaller, then a mate encounter
occurs. Otherwise, the next scheduled event occurs. Note that some of the time
parameters S, eS, T, and eT may be set to zero.

Traits. Each individual is endowed with up to three quantitative traits,
depending on its sex and themating system. First, themating trait (Zc or eZc for
females or males, respectively) determines an individual’s ability to attract or
compete for mates. Second, the “fecundity trait” Zf in females and the
“direct benefits trait” eZb in males determine the amount of resources an
individual invests in offspring, whether directly as parental investment or
indirectly via nuptial gifts. Third, in species where the gametes of one sex
compete for fertilization or survival, the competitive ability of an individ-
ual’s gametes is determined by its “sperm competition trait” eZs or “egg
competition trait” Ze. We assume that all trait values follow standard normal
distributions but allow for sex-specific correlations between traits [using
Cholesky decomposition (78); Supporting Information].

Mate Encounters. When a mate encounter occurs, we choose a male and a
female at random from the mating pool. Not all such encounters lead to
successful matings. Rather, the probability of mating depends on the
mating-trait values of both individuals, as well as the population-wide
strength of mate choice or competition in each sex. We model both mate
choice and competition, using flexible functions that allow for a wide range
of scenarios. We treat choice and competition using the same mathematical
formalism and so the mating trait might be interpreted differently (e.g.,
as an ornament, an armament, or a searching trait), depending on the
mating system.

If the female has mating trait Zc and the male has mating trait eZc, then the
pair mates with probability

p=q
�
Zc, eZc

� · eq�Zc, eZc
�
.

The first term represents the probability that the female is accepted by, or
successfully competes for, the male. It is given by the logistic function

q
�
Zc, eZc

�
=

1

1+ exp
� emc + eac · eZc − Zc

�.
Similarly, the second term represents the probability that themale is accepted
by, or can compete for, the female. It is given by

eq�Zc, eZc
�
=

1

1+ exp
�
mc + ac · Zc − eZc

�.
According to these functions, a female requires a mating trait of emc or
greater to be accepted by a median male with a probability of at least one-
half. Higher values of emc represent stronger male choice or female–female

A B

C D

Fig. 3. Performance of selected proxy measures in predicting sex differences in the linear selection differential s′ (i.e., the strength of premating sexual
selection). Shown is the regression of sex differences in the linear selection differential against sex differences in (A) the Bateman gradient, βss; (B) the
opportunity for sexual selection, Is; (C) the Morisita index for reproductive success, Iδ−RS; and (D) the Jones index, s′max. Data points are based on red deer
(purple solid circles), American red squirrels (orange open triangles), black-legged kittiwakes (blue stars), honeylocust beetles (green solid triangles), and
broadnosed pipefish (pink open circles), using long-term data representing multiple reproductive bouts.
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competition. The parameter eac determines how a male’s quality affects his
choosiness or the strength of female–female competition to mate with him.
If eac = 0, then it is equally difficult to mate with any male, whereas positive
values of eac mean that higher-quality males are choosier or attract more
competition. Analogously, the parameter mc represents the strength of
female choice or male–male competition, whereas ac determines how
these increase with individual female quality. These functions allow us to
model scenarios such as strong competition in either sex (large mc or emc),
random mating (mc = emc =−∞), and assortative mating (mc and emc finite and
ac, eac > 0).

Offspring Production. Offspring production occurs when an individual of the
relevant sex (males for pipefish and females for all other species) returns to
the mating pool. The number of offspring produced depends on the fe-
cundity traits of females and, for some species, on the direct benefits traits of
males, according to species-specific patterns.

A female’s expected fecundity is determined by her standardized fecun-
dity trait Zf according to the function

fðZfÞ=mfexpðafZfÞ.

The parameter mf is the median fecundity in the population, whereas af
determines how quickly a female’s fecundity increases with her trait value Zf.
Higher values of af mean that fecundity is more variable in a population.
Similarly, the expected direct benefits provided by a male increase with his
direct benefits trait eZb according to the function

b
�eZb
�
= embexp

�eabeZb
�
.

Here emb is the median level of direct benefits and eab determines its vari-
ability in the population.

In red deer and squirrels, males do not contribute to offspring pro-
duction. Consequently, we assume that the number of offspring produced
is a Poisson-distributed random integer with mean fðZfÞ. For kittiwakes, we
assume serial monogamy (46), and the number of offspring fledged by the
combined care of both parents follows a Poisson distribution with mean
fðZfÞ+bðeZbÞ.

For honeylocust beetles, we assume that only a female’s most recent mate
contributes materially to her egg production, although previous mates can
still fertilize her eggs (see below) (48). The number of eggs she produces is
thus a Poisson-distributed random integer with mean fðZfÞ+bðeZbÞ, where eZb

is the direct benefits trait of her most recent mate.
For pipefish, the number of offspring produced is limited by both the

male’s care and the number of eggs provided to him by females (54). Sup-
pose that a male mates with n females with fecundity traits Zf,1, . . . , Zf,n. The
number of eggs he receives from the ith female is a Poisson-distributed in-
teger Fi with mean fðZf,iÞ. The maximum number of offspring B that the
male can incubate similarly follows a Poisson distribution with mean bðeZbÞ.
The number of offspring produced is then given by minðB,Pn

i= 1FiÞ, which is
the smaller of the male’s caring capacity and the total number of eggs
he receives.

Parentage of Offspring. In species with sperm competition (i.e., red deer, squirrels,
and honeylocust beetles), the competitive ability of a male’s sperm increases
with his standardized sperm competition trait eZs according to the function

s
�eZs

�
= exp

�easeZs

�
.

The parameter eas determines how variable sperm competition ability is in
the population.

For red deer and squirrels, paternity of each offspring is decided by a
skewed raffle among all of the males that a female has mated with since
her previous time out. Writing these males’ sperm competition traits aseZs,1, . . . , eZs,m, the probability that the jth male fertilizes any particular off-
spring is given by

s
�eZs,j

�
Pm

k=1s
�eZs,k

�.
Honeylocust beetles can store sperm for long periods, and so a female’s eggs
may be fertilized by any of her previous mates, even those from before her
previous time out. We assume, however, that the viability of sperm falls over
time, and so more recent mates are more likely to father her offspring (48).
Suppose that a female’s recent mates had sperm competition trait valueseZs,1, . . . , eZs,m and that the matings occurred at times t1, . . . , tm, respectively

(for simplicity, we assume that only the 10 most recent mates can gain a
share of paternity, so that m≤ 10). If sperm competitiveness falls exponen-
tially over time with rate constant r, then the ith male’s sperm are dis-
counted by a factor of

ri = expð−rðt − tiÞÞ.

The probability that the jth male fathers any particular offspring is then

rj · s
�eZs,j

�Pm
k=1rk · s

�eZs,k
�.

In pipefish, the survival rate of eggs inside the male’s brood pouch depends
on maternal identity, which can be thought of as a type of egg competition
(57). The competitive ability of a female’s eggs increases with her stan-
dardized egg competition trait Ze according to the function

eðZeÞ= expðaeZeÞ.

As above, the parameter ae determines how variable egg competition ability
is in the population. Suppose a male mates with n females with egg com-
petition trait values Ze,1, . . . , Ze,n. The reproductive success of each female is
determined by sampling without replacement from the total pool of eggs
until either all eggs have been sampled or the male’s caring capacity B is
reached (see above). For each sample, the probability of choosing any par-
ticular egg of the ith female is weighted by eðZe,iÞ.

Running the Model. We parameterized the model for each species based on
data in the literature. We then generated 500 new mating systems with a
“family resemblance” to the template species by modestly perturbing the
original model parameters at random (see Supporting Information for de-
tails of parameter choice and randomization).

For each simulation, we ran the model until the current time was t ≥ 100. A
typical individual of the offspring-producing sex (i.e., males in pipefish, fe-
males in all other species) completed a reproductive bout (i.e., one cycle of
mating and time out) in ∼1.5 time units, although this depended on the
randomly chosen parameter values (see Supporting Information for details).
We consequently analyzed the last 1.5 time units (short-term data) or 4.5
time units (long-term data), which correspond to roughly one reproductive
bout or several reproductive bouts per individual, respectively.

Mating and Reproductive Success. We kept track of mating and reproductive
success in each simulation via the full parental tables (12). For consistency, we
counted both mating and reproductive success when an individual of the
offspring-producing sex (i.e., males for pipefish or females for the other
species) returned to the mating pool. This means that matings were counted
only if there was a subsequent opportunity to produce offspring, thus
ensuring comparability with field studies that are conducted over fixed
breeding seasons. We calculated the number and parentage of offspring as
above and then attributed one unit of reproductive success to the parents of
each offspring. We then determined all of the offspring-producing individual’s
mates since its last time out. For each mating, we attributed one unit of mating
success to both partners. Multiple matings between the same individuals were
counted separately.

Assessment of Proxy Measures. We calculated each proxy measure sepa-
rately for males and females over the two time spans (Table 1). We also
calculated the strength of sexual selection, defined as the linear selection
differential on the mating trait. For both proxy measures and selection
differentials, we calculated the sex difference in sexual selection by sub-
tracting the female value from the male value. This resulted in six simu-
lated datasets (i.e., males, females, and sex differences for short-term
and long-term data). All datasets are available from the Dryad Digital
Repository at dx.doi.org/10.5061/dryad.3p2j0.

For each dataset, we calculated the predictive power of proxy measures as
their Pearson’s correlation coefficients r with the actual strength of sexual
selection. Some proxy measures appeared to show nonlinear relationships
with the strength of sexual selection, and so we also repeated our analyses,
using Spearman’s rank correlation coefficient ρ (Table S6). Despite the
presence of nonlinearity, and even apparent nonmonotonicity, in some of
our datasets, we believe that Pearson’s and Spearman’s correlation coeffi-
cients are informative. The aim of our analyses is not to measure de-
pendency between variables per se, but rather to assess the effectiveness of
proxy measures as practical indexes of sexual selection. Putative indexes that
display nonmonotonic relationships with the strength of sexual selection are
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not useful for empirical applications, especially if the precise shape of
the relationship is sensitive to other variables. Indeed, we believe that a
linear relationship is highly desirable. Consequently, we use correlation
coefficients that penalize nonlinearity (Pearson’s) and nonmonotonicity
(Spearman’s).

We tested for differences in the predictive power of a single measure
among the five template mating systems, using the χ2 test for the homo-
geneity of independent correlation coefficients (79). To compare the pre-
dictive power of a single measure between males and females, we used the
Z test for differences between two independent correlation coefficients (79).

We compared the predictive power of proxy measures on the same dataset
by pairwise application of Williams’ test for differences between two de-
pendent correlation coefficients that share a common variable (80, 81).
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Model Initialization
For each simulation run, we generated a population of 1,000 ·ASR
males and 1,000ð1−ASRÞ females, each rounded to the nearest
integer, where ASR is the adult sex ratio. To ensure that initial
fluctuations in the mating pool quickly evened out, we began sim-
ulations with all individuals in time out and scheduled each in-
dividual to return to the mating pool at a random time chosen
uniformly from ½0,1�.
We initially chose trait values for each individual according

to a standard normal distribution and then transformed these
values using Cholesky decomposition. The transformation was
performed in such a way that female traits were correlated with
coefficient ρ and male traits with coefficient eρ (78).

Choice of Parameter Values
We chose parameters based on descriptions of the five species’
mating systems in the literature (summarized in Table S1). For
species with seasonal breeding, our parameterization is based
only on behavior during the breeding season and not at other
times. To ensure that reproductive bouts were of approximately
equal length between species, we scaled the mate search and
time-out parameters so that they added to one for the sex with
the lower potential reproductive rate (i.e., either T + S= 1 oreT +eS= 1). Where possible, we based these parameters on ex-
plicit estimates of the proportion of time during the breeding
season that each sex is available for mating. If these data were
unavailable, we used data on the operational sex ratio. We set
the mate encounter rate λ to ensure that the average number
of mates per reproductive bout was realistic for the offspring-
producing sex.

Red Deer (Cervus elaphus). Most studies found a moderately to
strongly female-biased adult sex ratio, although this varied by
population, culling regime, and the age cutoff used to define
reproductively mature males (33–35). We chose ASR= 0.4 as our
base parameter, representing 1.5 reproductively mature females
to each reproductively mature male. Females are fertile for ap-
proximately 1 d during a breeding season of approximately 30 d
(31), so we set T = 29=30 and S= 1=30. Males are reproductively
active during the whole breeding season (i.e., eT = 0). The prev-
alence of polyandry in red deer is believed to be limited, al-
though it is noteworthy that red deer males have large testes
relative to other cervid species (31, 36). We consequently set the
rate of mate encounters to λ= 0.1, which meant that on average,
given our other parameters, females mated with slightly more
than one male per reproductive bout. Males compete fiercely for
control of harems and generally only older, larger males are
successful. We set mc = 2, which means that a male must have a
mating-trait value 2 SD above average to have a 0.5 probability
of mating with a female he encounters. We assumed there is
no male mate choice or female–female competition for mates
(emc =−∞). We assumed that females give birth to one calf every
two breeding seasons on average (mf = 0.5Þ and, because twin-
ning is unusual, assumed a shallow fecundity slope of af = 0.1
(31). Males do not provide direct benefits.

American Red Squirrel (Tamiasciurus hudsonicus). Sex ratios in
American red squirrel vary strongly among years and populations,
but sex ratios during the breeding season are usually close to
parity (37, 39) (but see ref. 38). We consequently assumed
ASR= 0.5. Females enter estrus asynchronously, resulting in
male-biased operational sex ratios of 25:1 during the breeding

season (42). We consequently set T = 0.96 and S= 0.04 for fe-
males and assumed that males were always reproductively active
during the breeding season (i.e., eT = 0). Females are highly
polyandrous, mating with almost seven males during estrus (41).
We set the mate encounter rate to λ= 0.5, which meant that
females mated with approximately six to seven males per re-
productive bout. Given the scramble competition mating system,
we assumed moderate male mate competition (mc = 0) and no
female–female competition or male choice (emc =−∞). On av-
erage, females produce one litter of about three offspring per
breeding season (40), so we set mf = 3. Males do not provide
direct benefits.

Black-Legged Kittiwake (Rissa tridactyla). In the absence of other
evidence we assumed an adult sex ratio of ASR= 0.5. Black-
legged kittiwakes are almost entirely genetically monogamous
(46) and parental care is shared fairly equally between the sexes
(43). We consequently assumed that the length of time out was
equal for the sexes (T = eT = 1) and that neither sex engaged in
mate search after accepting a mate (S=eS= 0). We arbitrarily set
the mate encounter rate to λ= 0.1. There is strong assortative
mating in kittiwakes (45), so we set the median mate choice to
mc = em= 0 and slope to ac =eac = 0.5. This means that an average
kittiwake of either sex has a probability of 0.5 of accepting a
mate of the same quality, but choosiness increases with an in-
dividual’s own quality. Pairs lay an average of 1.5 eggs per
breeding season (44) and we assumed that males and females
contribute equally to productivity (mf = emb = 0.75).

Honeylocust Beetles (Megabruchidius dorsalis and Megabruchidius
tonkineus). Adult sex ratios in both species are approximately
equal (K. Fritzsche, personal observation), so we set ASR= 0.5.
Both sexes have refractory periods after each mating, with fe-
males becoming receptive slightly faster than males (K. Fritzsche,
personal observation). We consequently set T = 0.8 for fe-
males, eT = 1 for males, and S=eS= 0. Although females mate with
only one male per reproductive bout, they store sperm from pre-
vious mates (48). Because the last mate fertilizes the majority of
eggs (48), we assumed that the competitiveness of sperm declines
exponentially over time with a rate constant of r= 1 (main text).
Males are moderately choosy, but females less so (50), so we set
mc =−2 and emc = 0. Males provide substantial direct benefits
through their large ejaculates, although studies differ greatly in
their estimates of the relative resource contributions of males and
females toward offspring (28, 47, 49). We assumed values for
median female fecundity per reproductive bout (mf = 20) and
median direct benefits provided by males (emc = 10) that lie in the
middle of the range of estimates presented in these studies.

Broadnosed Pipefish (Syngnathus typhle). We assumed equal adult
sex ratios of ASR= 0.5 (51, 59). Estimates of female fecundity and
male pouch capacity varied substantially between studies (52–55).
We assumed that females transfer a median of mf = 50 eggs per
mating and that median male caring capacity is emb = 75. We set
the length of time out to T = 0.3 for females and eT = 0.9 for
males. Given that females transfer approximately two-thirds as
many eggs per mating as a male can incubate, this means that
overall females produce eggs approximately twice as fast as males
can incubate (53, 54). We assume that females enter time out di-
rectly after mating (S= 0), which ensures that a female’s egg pro-
duction is not directly determined by her number of mates. Males
search for additional mates for eS= 0.1, which, at a mate encounter
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rate of λ= 0.1, means that males have between two and three
mates per pregnancy on average. Males are choosier than fe-
males (56), so we assumed mc =−2 and emc = 0.

Parameters Applying to all Mating Systems. For many traits, in-
formation on the magnitude of interindividual variance was not
available. We consequently assumed a standard slope of 0.2 be-
tween individuals’ realized fecundity, direct benefits, or gamete
competition ability and their standard trait values (respectively Zf,eZb, and Ze or eZs) unless stated otherwise above. This means that
individuals whose standardized trait values were 3 SD above the
mean (Z= 3Þ had realized trait values almost twice as large as
those of average individuals (Z= 0), whose realized trait values
were in turn almost twice those of individuals who were 3 SD
below the mean (Z=−3).
There was generally little information about correlations among

different fitness components across individuals and the data we did
find suggested modest positive correlations [e.g., mate competition
and sperm competition ability in male red deer (32) and fecundity
and egg competition ability in female pipefish (57, 58)]. We con-
sequently used trait correlations ρ and eρ that were chosen randomly
from the range ½0,0.3� for all species.
We found no evidence of assortative mating in any species

other than kittiwakes. Mobley et al. (59) explicitly looked for
assortative mating pipefish and found none. We consequently set
the slopes of mate choice and competition to ac =eac = 0 for all
species other than kittiwakes.

Randomization
For each simulation run, we perturbed the values of each pa-
rameter by a random amount from its original value for that
mating system (summarized in Table S2). For most parameters,
new values were chosen uniformly from the interval ½0.5x, 1.5x�,
where x is the original value of the parameter. For some pa-
rameters (e.g., the ASR and thresholds for mate choice and
competition) this method would have resulted in biologically
unrealistic values, so we used a different procedure. For the ASR,
we chose new values uniformly from within ±0.1 of the original
value. The median thresholds for mate choice and competition
(mc and emc) were similarly chosen uniformly from within ±1 of
their original values. This corresponds to differences of up to 1
SD in the quality of mating trait that an individual would require
to achieve a given level of mating success. For the black-legged
kittiwakes, slopes of the mate choice/competition thresholds (ac
and eac) were chosen uniformly from ½0.25, 0.75�.
Supplementary Simulations with Stabilizing Selection
We assume in the main text that an individual’s probability of
mating is an increasing function of its mating trait value. Here we
instead consider the possibility that mating probabilities peak at
intermediate trait values, which leads to stabilizing selection on
the mating trait. As before, when a female with mating trait Zc
encounters a male with mating trait eZc, the probability that they
mate is given by

p= q
�
Zc, eZc

�
· eq�Zc, eZc

�
.

The probability that the female is accepted by, or successfully
competes for, the male is now given by the Gaussian function

q
�
Zc, eZc

�
= exp

0@−
1
2

 
Zc − zopteσ�1+eaσ��eZc −ezopt���

!2
1A.

Similarly, the probability that the male is accepted by, or can com-
pete for, the female is

eq�Zc, eZc
�
= exp

0@−
1
2

 eZc −ezopt
σ
�
1+ aσ jZc − zoptj

�!2
1A.

The parameters zopt and ezopt are the trait values (for females and
males, respectively) at which mating success is maximized. The pa-
rameters σ and eσ determine how quickly mating success drops off on
either side of these trait values (i.e., the “peak width”). Smaller
values of σ or eσ represent strong mate choice or competition, in
which only individuals close to the optimal trait values are likely to
mate. The slopes aσ and eaσ determine how an individual’s quality
affects its choosiness or the strength of competition to mate with it.
For example, if aσ = 0, then all females are equally likely to mate
with a given male, whereas if aσ > 0, then females with trait values
closer to the optimum are choosier or more difficult to compete for.
We ran two sets of supplementary simulations. In the first set,

the optimal mating trait values were fixed at zopt =ezopt = 0 for both
sexes. This leads to pure stabilizing selection on the mating trait.
In the second set, we chose the optimal mating-trait value uni-
formly from the interval ½0, 2�, independently for each sex (Table
S2). This leads to a mixture of directional and stabilizing selection
on the mating trait. We chose the peak width parameters so that
species with stronger mate choice or competition had narrower
peaks (i.e., smaller σ or eσ: Tables S1 and S2). For kittiwakes, we
chose the slopes of the peak widths aσ and eaσ uniformly from ½0, 1�
for each sex. The supplementary simulations were otherwise iden-
tical to those in the main text.

The Total Effect of Selection on a Trait
When fitness increases monotonically with trait values, the linear
selection differential s′ is a good measure of the strength of
selection. However, when selection has considerable nonlinear
components (e.g., stabilizing or disruptive selection), these will
be overlooked by the linear selection differential, which may
consequently underestimate the strength of selection. Similarly,
the quadratic selection differential c′ describes the curvature of the
univariate selection surface, but does not account for the effects of
directional selection. To estimate the full strength of selection on a
trait, we must therefore look at the total change in the trait’s
distribution, including both linear and nonlinear effects.
We define the “distributional selection differential” d′ on a

standardized univariate trait as

d′=
Z∞
−∞

��FðzÞ−GðzÞ��dz,
where FðzÞ and GðzÞ are the cumulative distribution functions of
the trait distribution before and after selection. This is simply the
area between the cumulative distribution curves before and after
selection. Equivalent metrics have been used to quantify differ-
ences in trait distributions in other contexts (60, 61).
When fitness is a monotonic function of trait values, the distri-

butional selection differential is equal to the magnitude of the linear
selection differential (i.e., d′= js′j). However, d′ also reflects non-
linear components of selection. For instance, we might define pure
stabilizing or disruptive selection to occur when standardized trait
values are symmetrically distributed before selection and expected
fitness wðzÞ is a symmetric monotonic function of jzj. In this case,
the linear selection differential is zero, but d′= jcovðwðzÞ, jzjÞj. The
distributional selection differential thus captures both linear and
nonlinear components of selection.

Results of Supplementary Simulations
The results of our supplementary simulations were qualitatively
similar to those in the main text. The Jones index s′max was the best
predictor of the strength of sexual selection (as measured by its
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correlation with the distributional selection differential d′) both
under pure stabilizing selection (Table S4) and under a mixture
of stabilizing and directional selection (Table S5). The Morisita
index Iδ−RS and the monopolization index QRS for reproductive
success also did reasonably well, whereas the Bateman gradient
βss and opportunity for sexual selection Is did poorly. When we
repeated our analyses using Spearman’s rank correlation ρ in-
stead of Pearson’s correlation coefficient r, the differences in
performance between the Jones, Morisita, and monopolization
indexes were less marked, although these three measures still
outperformed all others (Tables S7 and S8).
The linear and quadratic selection differentials (s′ and c′)

showed weaker and less consistent relationships with the Jones

index than the distributional selection differential d′, because the
former measures do not capture the full effect of selection on a
trait distribution (Fig. S1). Under pure stabilizing selection,
where nonlinear effects dominated, the Jones index was highly
correlated with the quadratic selection differential, but showed
no relationship with the linear selection differential. In contrast,
under a mixture of directional and stabilizing selection, the Jones
index was highly correlated with the linear selection differential,
but not with the quadratic selection differential. In both cases,
the Jones index predicted the distributional selection differential
significantly better than either the linear or the quadratic selection
differential (Williams’ test: jT2j> 2.9, P< 0.004 for all pairwise
comparisons across the six datasets under both selection regimes).

Fig. S1. Performance of the Jones index s′max in predicting sex differences in selection on the mating trait. Shown is the regression of sex differences in (A and
B) the linear selection differential, s′; (C and D) the quadratic selection differential, c′; and (E and F) the distributional selection differential, d′, against sex
differences in the Jones index under either pure stabilizing selection (A, C, and E) or a mixture of directional and stabilizing selection (B, D, and F). Data points
are based on red deer (purple solid circles), American red squirrels (orange open triangles), black-legged kittiwakes (blue stars), honeylocust beetles (green
solid triangles), and broadnosed pipefish (pink open circles), using long-term data representing multiple reproductive bouts.
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Table S1. Default parameter values for the five species

Parameter Deer Squirrel Kittiwake
Honeylocust

beetle Pipefish

ASR 0.4 0.5 0.5 0.5 0.5
Rate of mate encounters λ 0.1 0.5 0.1 0.1 0.1

Length of time out T and mate search S, females
�
29
30

,
1
30

�
ð0.96, 0.04Þ ð1,0Þ ð0.8, 0Þ ð0.3, 0Þ

Length of time out eT and mate search eS, males No time out No time out ð1,0Þ ð1,0Þ ð0.9, 0.1Þ
Median thresholds mc and emc for male/female mate

competition
ð2,−∞Þ ð0,−∞Þ ð0,0Þ ð−2,0Þ ð−2,0Þ

Fecundity median mf and slope af ð0.5, 0.1Þ ð3,0.2Þ ð0.75, 0.2Þ ð20,0.2Þ ð50,0.2Þ
Direct benefits median emb and slope eac No direct benefits No direct benefits ð0.75, 0.2Þ ð10,0.2Þ ð75,0.2Þ
Egg competition slope ae NA NA NA NA 0.2
Sperm competition slope eas 0.2 0.2 NA 0.2 NA

Supplementary simulations with stabilizing selection
Width of peak σ and eσ around optimal

mating-trait values
ð0.25,∞Þ ð1,∞Þ ð1,1Þ ð2,1Þ ð2,1Þ

NA, not applicable.

Table S2. Randomization of parameters

Parameter
Random value chosen uniformly from
(where original value is denoted x)

Rate of mate encounters λ ½0.5x, 1.5x�
Length of time out T and eT ½0.5x, 1.5x�
Length of mate search S and eS ½0.5x, 1.5x�
Median mf and slope af of fecundity ½0.5x, 1.5x�
Median emb and slope eab of direct benefits ½0.5x, 1.5x�
Slope of sperm competition eas and egg competition ae ½0.5x, 1.5x�
Rate of sperm discounting r ½0.5x, 1.5x�
ASR ½x −0.1, x +0.1�
Median thresholds for mate competition mc and emc ½x −1, x +1�
Slope of thresholds for mate competition ac and eac (kittiwakes only) ½0.25, 0.75�
Trait correlations ρ and eρ ½0, 0.3�

Supplementary simulations with stabilizing selection
Width of peak σ and eσ around optimal mating trait values ½0.5x, 1.5x�
Slope of peak width aσ and eaσ around optimal mating trait

values (kittiwakes only)
½0,1�

Optimal mating trait values zopt and ezopt in simulations with
a mixture of directional and stabilizing selection

½0,2�

Henshaw et al. www.pnas.org/cgi/content/short/1518067113 4 of 8

www.pnas.org/cgi/content/short/1518067113


Table S3. Performance of proxy measures in predicting the strength of premating sexual
selection within the five mating system types

Short-term Long-term

Proxy measure Male Female Sex difference Male Female Sex difference

Jones index, s′max

D 0.60 0.00 0.21 0.81 0.01 0.58
S 0.74 0.05 0.39 0.93 0.01 0.82
K 0.24 0.14 0.23 0.41 0.33 0.42
HB 0.25 0.66 0.73 0.55 0.89 0.86
P 0.12 0.73 0.48 0.22 0.93 0.76
Overall 0.80 0.39 0.85 0.95 0.75 0.96

Morisita index for reproductive success, Iδ−RS
D 0.56 0.00 0.35 0.79 0.02 0.68
S 0.63 0.00 0.53 0.88 0.06 0.79
K 0.19 0.07 0.21 0.37 0.26 0.41
HB 0.29 0.62 0.72 0.53 0.80 0.81
P 0.10 0.62 0.53 0.22 0.86 0.83
Overall 0.76 0.33 0.79 0.89 0.71 0.87

Monopolization index for reproductive success, QRS

D 0.60 0.00 0.48 0.76 0.03 0.68
S 0.68 0.00 0.58 0.87 0.06 0.78
K 0.23 0.08 0.27 0.43 0.28 0.48
HB 0.27 0.65 0.75 0.56 0.81 0.86
P 0.10 0.65 0.52 0.23 0.84 0.81
Overall 0.77 0.38 0.79 0.84 0.73 0.82

Opportunity for selection, I
D 0.19 0.00 0.02 0.45 0.00 0.42
S 0.38 0.03 0.42 0.72 0.00 0.74
K 0.07 0.01 0.12 0.14 0.07 0.26
HB 0.26 0.61 0.72 0.51 0.80 0.83
P 0.09 0.61 0.52 0.19 0.86 0.83
Overall 0.63 0.12 0.35 0.81 0.07 0.83

Morisita index for mating success, Iδ−MS

D 0.65 0.00 0.42 0.79 0.01 0.66
S 0.86 0.01 0.47 0.92 0.02 0.66
K 0.14 0.15 0.28 0.25 0.24 0.43
HB 0.13 0.10 0.33 0.17 0.36 0.52
P 0.00 0.33 0.28 0.02 0.78 0.68
Overall 0.77 0.00 0.65 0.90 0.05 0.79

Monopolization index for mating success, QMS

D 0.61 0.00 0.47 0.71 0.01 0.65
S 0.84 0.01 0.47 0.87 0.02 0.65
K 0.17 0.14 0.28 0.30 0.24 0.49
HB 0.21 0.20 0.73 0.29 0.48 0.85
P 0.00 0.43 0.44 0.02 0.79 0.74
Overall 0.80 0.00 0.65 0.88 0.04 0.76

Opportunity for sexual selection, Is
D 0.53 0.01 0.35 0.72 0.00 0.65
S 0.6 0.01 0.42 0.87 0.02 0.65
K 0.24 0.11 0.23 0.39 0.33 0.42
HB 0.34 0.61 0.70 0.48 0.81 0.84
P 0.02 0.65 0.49 0.01 0.85 0.76
Overall 0.70 0.08 0.62 0.85 0.41 0.81

Bateman gradient, βss
D 0.06 0.00 0.06 0.07 0.01 0.16
S 0.02 0.05 0.01 0.00 0.01 0.05
K 0.00 0.00 0.00 0.00 0.01 0.00
HB 0.00 0.00 0.01 0.19 0.01 0.13
P 0.13 0.02 0.01 0.16 0.01 0.01
Overall 0.31 0.34 0.62 0.24 0.40 0.64

Shown is the coefficient of determination r2 between the proxy measure and the linear selection differential
s′ on the mating trait (for the “sex difference” columns, we calculate r2 based on the sex differences in proxy
measures and selection differentials). Short-term data represent approximately one reproductive bout, whereas
long-term data represent several reproductive bouts. Mating systems are given as: D, red deer; HB, honeylocust
beetles; K, black-legged kittiwakes; Overall, correlation across all five groups as shown in Table 2; P, broadnosed
pipefish; S, American red squirrels.
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Table S4. Performance of proxy measures in predicting the distributional selection differential
d′ on the mating trait (i.e., the total effect of both linear and nonlinear selection) under pure
stabilizing selection

Short-term Long-term

Proxy measure Male Female Sex difference Male Female Sex difference

Jones index
s′max 0.90 0.47c 0.89 0.94 0.80p 0.95

Measures based on variance in reproductive success
Iδ−RS 0.79a 0.47c 0.75 0.80m 0.83p 0.75
QRS 0.76b 0.52 0.71f 0.77 0.84 0.71st
I 0.78ab 0.00d 0.71f 0.82 0.01 0.75

Measures based on variance in mating success
Iδ−MS 0.84 0.00d 0.67gh 0.83 0.05q 0.70s

QMS 0.82 0.00d 0.65k 0.79mn 0.05q 0.67u

Is 0.77b 0.24e 0.67g 0.80n 0.32r 0.71t

Bateman gradient
βss 0.26 0.20e 0.60hk 0.21 0.25r 0.64u

Shown is the coefficient of determination r2 between the proxy measure and the distributional selection
differential (for the “sex difference” columns, we calculate r2 based on the sex differences in proxy measures
and selection differentials). Values within a column are marked with the same letter if the unsquared coeffi-
cients r do not differ significantly in pairwise comparisons. Unmarked values are significantly different from all
others in the same column.

Table S5. Performance of proxy measures in predicting the distributional selection differential
d′ on the mating trait (i.e., the total effect of both linear and nonlinear selection) under a
mixture of directional and stabilizing selection

Short-term Long-term

Proxy measure Male Female Sex difference Male Female Sex difference

Jones index
s′max 0.86 0.76e 0.87 0.88 0.92 0.90

Measures based on variance in reproductive success
Iδ−RS 0.64ab 0.76e 0.57g 0.63mn 0.85 0.56s

QRS 0.64ac 0.79 0.56gh 0.63mp 0.84r 0.55st
I 0.66d 0.02 0.55hk 0.64pq 0.43 0.56tu

Measures based on variance in mating success
Iδ−MS 0.66d 0.24f 0.55k 0.64pq 0.70 0.55tu

QMS 0.65bd 0.23f 0.54k 0.64nq 0.69 0.54u

Is 0.63c 0.72 0.54k 0.63mn 0.83r 0.55tu

Bateman gradient
βss 0.25 0.23f 0.45 0.17 0.25 0.43

Shown is the coefficient of determination r2 between the proxy measure and the distributional selection
differential (for the “sex difference” columns, we calculate r2 based on the sex differences in proxy measures
and selection differentials). Values within a column are marked with the same letter if the unsquared coeffi-
cients r do not differ significantly in pairwise comparisons. Unmarked values are significantly different from all
others in the same column.
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Table S6. Performance of proxy measures in predicting the linear selection differential s′ on
the mating trait (i.e., the strength of premating sexual selection) under pure directional
selection, measured using the square ρ2 of Spearman’s rank correlation coefficient

Short-term Long-term

Proxy measure Male Female Sex difference Male Female Sex difference

Jones index
s′max 0.68a 0.43c 0.81ef 0.82h 0.69 0.93mn

Measures based on variance in reproductive success
Iδ−RS 0.68a 0.36d 0.80e 0.81h 0.57 0.93m

QRS 0.69a 0.40c 0.82f 0.81h 0.59 0.92n

I 0.55b 0.09 0.48g 0.71k 0.04 0.87p

Measures based on variance in mating success
Iδ−MS 0.6b 0.01 0.49g 0.63 0.01 0.81
QMS 0.6b 0.01 0.53g 0.64 0.00 0.85pq

Is 0.47 0.04 0.53g 0.74k 0.26 0.85q

Bateman gradient
βss 0.36 0.42cd 0.66 0.32 0.45 0.66

All data are the same as in Table 2. Values within a column are marked with the same letter if the unsquared
coefficients ρ do not differ significantly in pairwise comparisons. Unmarked values are significantly different
from all others in the same column.

Table S7. Performance of proxy measures in predicting the distributional selection differential
d′ on the mating trait (i.e., the total effect of both linear and nonlinear selection) under pure
stabilizing selection, measured using the square ρ2 of Spearman’s rank correlation coefficient

Short-term Long-term

Proxy measure Male Female Sex difference Male Female Sex difference

Jones index
s′max 0.71a 0.46f 0.83k 0.83p 0.65r 0.94u

Measures based on variance in reproductive success
Iδ−RS 0.68bc 0.42f 0.82 0.83p 0.63r 0.94u

QRS 0.69ac 0.42f 0.84k 0.83p 0.63r 0.95
I 0.64cd 0.00 0.77 0.75q 0.01s 0.91

Measures based on variance in mating success
Iδ−MS 0.60d 0.04g 0.46m 0.66 0.00s 0.70v

QMS 0.61d 0.04g 0.50n 0.68 0.00s 0.74
Is 0.46e 0.15h 0.50mn 0.76q 0.27t 0.72v

Bateman gradient
βss 0.40e 0.24h 0.65 0.36 0.27t 0.65v

All data are the same as in Table S4. Values within a column are marked with the same letter if the unsquared
coefficients ρ do not differ significantly in pairwise comparisons. Unmarked values are significantly different
from all others in the same column.
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Table S8. Performance of proxy measures in predicting the distributional selection differential
d′ on the mating trait (i.e., the total effect of both linear and nonlinear selection) under a
mixture of directional and stabilizing selection, measured using the square ρ2 of Spearman’s
rank correlation coefficient

Short-term Long-term

Proxy measure Male Female Sex difference Male Female Sex difference

Jones index
s′max 0.83a 0.69bc 0.89 0.90g 0.79 0.96n

Measures based on variance in reproductive success
Iδ−RS 0.82a 0.67b 0.90 0.90g 0.74h 0.96n

QRS 0.82a 0.68c 0.91 0.90g 0.75h 0.96n

I 0.70 0.03d 0.87 0.79 0.16km 0.95p

Measures based on variance in mating success
Iδ−MS 0.59 0.00d 0.80 0.70 0.20k 0.94
QMS 0.60 0.00 0.83f 0.71 0.19m 0.95p

Is 0.74 0.48e 0.82f 0.87 0.68 0.95p

Bateman gradient
βss 0.32 0.42e 0.59 0.24 0.40 0.55

All data are the same as in Table S5. Values within a column are marked with the same letter if the unsquared
coefficients ρ do not differ significantly in pairwise comparisons. Unmarked values are significantly different
from all others in the same column.
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